
Abstract 

As automated driving technology advances, many 
vehicles are equipped with Advanced Driver Assis-
tance System (ADAS) technologies. Adaptive 
Cruise Control (ACC) is a representative ADAS 
technology, and its performance is improving fur-
ther as various control models are developed. How-
ever, the simple following model shows poor per-
formance in actual road due to unexpected lane 
changes of nearby vehicles. In this paper, we pro-
pose a safer, more economical, and more comforta-
ble car-following model, called the Prediction Intel-
ligent Driver Model (P-IDM), using Deep-learning 
to predict the trajectory of nearby vehicles for the 
next 5 seconds. The basic following model is the In-
telligent Driver Model (IDM). In the case of deep 
learning to predict the trajectory of surrounding ve-
hicles, the HighD Dataset and the Long-Short Term 
Memory Encoder-Decoder (LSTM seq2seq) model 
are used to train the data. As a result of the experi-
ments using simulation, the proposed following 
model could have a better cruise control perfor-
mance than the standard IDM model in economy 
and safety. 

1 Introduction 

As autonomous driving technology develops daily, level 4 is 
becoming a reality beyond level 3 [J. Shuttleworth, 2019]. As 
the level of autonomous driving increases, various functions 
are being added. Since the past, Adaptive Cruise Control 
(ACC) has been evaluated as a key technology in autonomous 
driving technology along with Advanced Driver Assistance 
Systems (ADAS). Confidence in ACC is improving as recog-
nition technology for surrounding vehicles improves with 
better sensors. ACC has various advantages, such as driver 
convenience, prevention of traffic jams, the effect of increas-
ing ride comfort, driving fuel efficiency, and safety against 
collisions [Wang et al., 2004; Ploeg et al., 2011; Milanés et 
al., 2013]. Although, in the past, ACC could only be used in 
certain driving situations, such as highways, the efficiency of 
cruise control is becoming more important today as more and 
more vehicles are equipped with it. 

 Various following models have been proposed, starting 
with traditional following models, such as the Optical Veloc-
ity (OV), Generalized Force (GF) model, Full Velocity Dif-
ference (FVD) model, and Adaptive Control models using a 
connected automated vehicle (CAV) [Ahmed et al., 2021; 
Zhu et al., 2018; Olstam et al., 2004]. Among these many 
models, we used the Intelligent Driver Model (IDM), a rea-
sonable basis for ACC system development [Treiber et al., 
2000]. This model exhibits controllable stability characteris-
tics and implements an intelligent braking strategy by modi-
fying the smooth transition between acceleration and decel-
eration. However, this model also has several drawbacks. 
They do not investigate how nearby vehicles affect the driv-
ing status of ego vehicles, nor do they consider the effects of 
driving characteristics such as time delays occurring in actual 
vehicle hardware. 
 Modified IDM models are continuously developed to over-
come these problems. Human Driver Model (HDM)-IDM 
combination was proposed to allow accident-free smooth 
driving in complex traffic situations [Treiber et al., 2006]. 
And The model, Modified IDM, which considers the capabil-
ity of actual vehicles also proposed. [Derbel et al., 2013] Sev-
eral IDM models are developed under the assumption of con-
nected vehicles, called V2V. In the situation of On-ramping 
merge, a Cooperative IDM model applied concerning the 
movement of surrounding vehicles from on-ramping point 
[Zhou et al., 2016] and multi-front/rear vehicles in the same 
lane are considered to apply in the IDM have also been pro-
posed [Zong et al., 2021]. 
 As previous studies have shown, cruise control is eventu-
ally heavily influenced by surrounding vehicles, especially 
vehicles in front of the ego vehicle, and various methods have 
been devised to minimize problems arising from surrounding 
effects. One of the typical methods is to predict the trajectory 
of nearby vehicles. There are various methods of predicting 
the route of nearby vehicles, and in recent years, research us-
ing Deep-Learning (or Machine-Learning) has become the 
trend of trajectory prediction method [Mozaffari et al., 2020]. 
Several datasets are built for this, and various deep learning 
models are developed. It is developed in various ways, in-
cluding Gaussian Mixture Models, [Wiest et al., 2012] Hid-
den Markov Model [Deo et al., 2018] and Recurrent Neural 
Networks (Encoder-Decoder) [Yu et al., 2021; Deo and 
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Trivedi, 2018; Han et al., 2019], as well as the Convolutional 
Neural Network [Nikhil and Morris, 2018].   
 The purpose of this study is to predict the trajectory of 
nearby vehicles using the basic LSTM Encoder-Decoder 
(seq2seq) model and to show that the tracking ability of ego 
vehicles is improved using the predicted trajectory. Other 
studies also used the predicted trajectory or lane change ten-
dency for Cruise-Control [Lee et al., 2017; Tang et al., 2008; 
Yuan et al., 2018]. However, we propose better performance 
algorithm with more intuitive and more straightforward equa-
tions than the previous ones and analyze it by applying them 
to vehicle dynamics simulation. 
 This paper consists of the following sections. Section 2 de-
scribes the datasets preprocessing and trajectory prediction 
deep-learning model and shows the results of the predicted 
trajectory of surrounding vehicles in the simulation. Section 
3 introduces P-IDM, which is used by attaching the IDM and 
the trajectory prediction model. Section 4 shows the results 
of the experiment through simulation. Finally, in Section 5, 
this study is summarized as a conclusion. 
 

2 Trajectory Prediction 

2.1 HighD Dataset 

In many related studies, there are various datasets [Colyar 
and Halkias, 2006; Colyar and Halkias, 2007] to learn and 
verify the surrounding vehicle trajectory prediction model. In 
this paper, we used Open-source Dataset called the HighD 
Dataset, which is a high-precision, large-scale traffic dataset 
[Krajewski et al., 2018]. The dataset includes 110,000 post-
processing trajectories, including cars and trucks (a large-
scale naturalistic vehicle) extracted through drone video re-
cording on German highways. This dataset contains data in-
cluding vehicle size, type, driving direction, position, veloc-
ity, acceleration, the number of lane changes, and ID, auto-
matically extracted from all vehicles recorded by drones us-
ing computer vision algorithms like Figure 1. 

This dataset has the advantage of including vehicle infor-
mation around the target vehicle and information describing 
various driving situations such as lane change and having 
high-quality raw data with an error of less than 10cm. We 
downsampled 25-fps data to 5-fps to reduce unnecessary in-
formation and divided training, validation and testing sets 
with a ratio of 7:1:2. 

 
 

 
Figure 1:  HighD Dataset: highway traffic dataset [Krajewski et al., 

2018] 

 

Figure 2:  HighD Dataset Preprocess Example  

2.2 Surrounding Vehicles Data Processing 

We preprocessed the data to be used in the deep learning 
model using the HighD dataset. The x,y coordinates of the 
HighD dataset are used as the reference (x: heading direction 
/ y: perpendicular to heading). In Figure 2, when a green ve-
hicle is a target vehicle to predict, history data (points) of a 
nearby vehicle and relative relationship information are 
stored. In the previous studies, the time it usually takes to 
change lanes while driving is about 5 seconds [Han et al., 
2019]. Therefore, we set the time of the predicted path to 5 
seconds and used the data from the last 3 seconds at 5 Hz for 
this purpose.  

2.3 LSTM Encoder-Decoder (Seq2Seq) Model 

The Long-Short Term Memory (LSTM) Model, Figure 3 (b), 
is a type of Recurrent Natural Networks (RNN), Figure 3 (a), 
and is a model developed by adding a 'Gate' to overcome the 
disadvantages of RNN. Here, the disadvantage of RNN is that 
there is a limit to learning a long-term dependence relation-
ship (; Vanishing Gradient Problem), which is temporally far 
from time-series data. The LSTM uses cell-state (; called  
‘memory-cell’), which goes through four processes (for-
get/input/update/output) to accumulate past data by properly 
combining past information and new input information. 

 

Figure 3:  (a) RNN (b) LSTM standard architecture [Yellow : 

Neural Network Layer / Blue : Pointwise Operation] 



▪ Forget gate: Where to save any of the current infor-

mation in Cell State (sigmoid & tanh) 

▪  

  𝒇𝒕 =  𝝈(𝑾𝒙𝒉𝒇
𝒙𝒕 + 𝑾𝒉𝒉𝒇

𝒉𝒕−𝟏 + 𝒃𝒉_𝒇) (1) 

 

▪ Input gate: Where to decide what information to throw 

away in the previous state through the sigmoid layer 

▪  

  𝒊𝒕 =  𝝈(𝑾𝒙𝒉𝒊
𝒙𝒕 + 𝑾𝒉𝒉𝒊

𝒉𝒕−𝟏 + 𝒃𝒉_𝒊) (2) 
 

▪ Update Cell-state: Where information that has passed 

through Forget and Input gate is updated. 

▪  

  𝒈𝒕 =  𝒕𝒂𝒏𝒉(𝑾𝒙𝒉𝒈
𝒙𝒕 + 𝑾𝒉𝒉𝒈

𝒉𝒕−𝟏 + 𝒃𝒉_𝒈) (3) 

 

▪ Output gate: Where the output values are made from the 

long-term(Ct−1) and short-term(ht−1) states 

▪  

  𝒐𝒕 =  𝝈(𝑾𝒙𝒉𝒐
𝒙𝒕 + 𝑾𝒉𝒉𝒐

𝒉𝒕−𝟏 + 𝒃𝒉_𝒐) (4) 

 

 where 𝜎  is an activation function, 𝑊𝑥  and 𝑊ℎ  represent 
weight matrix for input and hidden state. 𝑥𝑡 is input vector at 
time step t and 𝑏 is bias vector of each gate. 
 The LSTM Encoder-Decoder (Seq2Seq) model is origi-
nally developed as a machine translation field [Sutskever et 
al., 2014]. However, in this paper, the trajectory prediction 
model was implemented using the model as mentioned above, 
illustrated in Figure 4 [Yu et al., 2021; Deo and Trivedi, 
2018]. A detailed description is as follows: 
 
①  Encoder-Decoder (Sequence to Sequence) 
 
The encoder-decoder model is created along with the basic 
structure. The number of n-Layer is 2, and the teaching force, 
scaler, and drop-out are used to overcome the overfitting of 
model training. 
 
②  Input-Output 

 

  𝑿𝒊𝒏𝒑𝒖𝒕 = [𝒙𝒕−𝟏𝟒, 𝒙𝒕−𝟏𝟑, … , 𝒙𝒕−𝟏, 𝒙𝒕] (5) 

 

  𝒙𝒕 = [𝒙𝒊,𝒄
𝒕 , 𝒙𝒊,𝒍

𝒕 , 𝒙𝒊,𝒓
𝒕 ] (6) 

[𝒙𝒊: 𝒙𝒎
𝒕 , 𝒚𝒎

𝒕 , 𝒗𝒙,𝒎
𝒕 , 𝒗𝒙,𝒎

𝒕 , 𝒙𝒇
𝒕 , 𝒚𝒇

𝒕 , 𝒅𝒎𝒇
𝒕 , ∆𝒗𝒎𝒇

𝒕 , 𝒙𝒓
𝒕 , 𝒚𝒓

𝒕 , 𝒅𝒎𝒓
𝒕 , ∆𝒗𝒎𝒓

𝒕 ] 

 

  𝒀𝒐𝒖𝒕𝒑𝒖𝒕 = [𝒚𝒕,  𝒚𝒕+𝟏 , … , 𝒚𝒕+𝟐𝟒] (7) 

 

  𝒚𝒕 = [ 𝒙𝒑
𝒕 , 𝒚𝒑

𝒕  ] (8) 

 
Input data used in the proposed model contains information 
on the location coordinates of the target vehicle and the rela-
tionship, such as relative distance (d) and relative velocity 
(∆v), between left and right (c: center, l: left, r: right) and 
front and rear vehicles (m: middle, f: front, r: rear). When 
preprocessed data is input for 3 seconds at a 5Hz cycle 
(𝑋𝑖𝑛𝑝𝑢𝑡: 15 data), the predicted coordinates x, y for the next 
5 seconds (𝑌𝑜𝑢𝑡𝑝𝑢𝑡: 25 data) are obtained as output.  

 

Figure 4:  LSTM Encoder-Decoder architecture  

 

Figure 5:  Example of continuous prediction of vehicle routes  

③  Loss function 

 

  𝑹𝑴𝑺𝑬𝒍𝒐𝒔𝒔 =  √
𝟏

𝒏
∑ ∑ {(𝒙̂ − 𝒙)𝟐 + 𝟐 ∙ (𝒚̂ − 𝒚)𝟐}

𝒕𝒇

𝒕=𝟏
𝒏
𝒊=𝟏  (9) 

 
To obtain the learning effect of the deep learning model, loss 
function is well-selected and used. Since we are a problem 
related to distance, we use the modified Root Mean Square 
Error (𝑅𝑀𝑆𝐸𝑙𝑜𝑠𝑠) method shown in (9). Here, 𝑥̂, 𝑦̂ are pre-
dicted position coordinates, and 𝑥, 𝑦 are true position coordi-
nates, and to further weight the lateral path prediction, the er-
ror between y and 𝑦̂  in (9) is multiplied by 2. In this way, an 
error is obtained through the above calculation every time-
step, and backpropagation is performed. 
 

 

Figure 6:  Example of trajectory prediction of vehicles close to the 

ego vehicle with a simulation scenario 



2.4 Surrounding Vehicle Trajectory Prediction 

Method & Result 

We first conducted a dataset-based evaluation to assess the 
proposed model. In Figure 5, which shows the prediction re-
sults in real-time, the path is predicted like blue marks (a pre-
diction path for the future 3 seconds) and red marks (a pre-
diction path for the future 3 to 5 seconds). Next, we verified 
the proposed model using the IPG 10.1 CarMaker virtual test-
driving environment in other situations. This software is a ve-
hicle dynamic simulator widely used to evaluate vehicle driv-
ing performance by implementing the actual road environ-
ment and vehicle model. We created several scenarios for 
path predicting model evaluation in CarMaker, and Figure 6 
shows one of the results of predicting the target vehicle's 
route (Red color & x shape). In order to know more detailed 
accuracy information of the learning model, the prediction 
errors were compared and measured in the longitudinal and 
transverse directions. The results are shown in Figure 7. The 
orange line is a dataset-based evaluation, and the blue one is 
a simulation-based evaluation, which showed relatively inac-
curacy when applying the model to various scenarios. In ad-
dition, both models were found to have increased errors over 
time. 
 The important point of this trajectory prediction method is 
to apply the prediction result for one target vehicle to all sur-
rounding vehicles and convert the predicted trajectory of the 
surrounding vehicles into the ego vehicle’s local coordinate. 
This is because, when the ego vehicle drives, the path trajec-
tory of the nearby vehicles affects. Therefore, for each step, 
all surrounding vehicles are used as target vehicles to predict 
the trajectory, and the predicted trajectories are converted 
based on the ego vehicle to obtain results. 

3 Predictive Intelligent Driver Model 

In this section, we analyze the Intelligent Driver Model 
(IDM), the representative model of Adaptive Cruise Control 
(ACC), and develop the Predictive Intelligent Driver Model 
(P-IDM), which can overcome the shortcomings of the stand-
ard model by using prediction of the surrounding vehicle tra-
jectory. 

3.1 Intelligent Driver Model 

The IDM is a type of optical velocity (OV) model, a time-
continuous car-following model that considers the speed of 
the ego vehicle, the relative distance, and the relative speed 
of the vehicle in front of it. The acceleration by the IDM is 
calculated as follows: 
 

 

  𝒙𝜶̇ =  
𝒅𝒙𝜶

𝒅𝒕
= 𝒗𝜶 (10) 

 

  𝒗𝜶̇ =  
𝒅𝒗𝜶

𝒅𝒕
= 𝒂 (𝟏 − (

𝒗𝜶

𝒗𝟎
)

𝜹

− (
𝒔∗(𝒗𝜶,∆𝒗𝜶)

𝒔𝜶
)

𝟐

) (11) 

 

  𝒔∗(𝒗, ∆𝒗) = 𝒔𝟎 + 𝒗𝜶𝑻 +
𝒗𝜶 ∆𝒗𝜶

𝟐√𝒂𝒃
 (12) 

 

 

 

Figure 7:  Longitudinal & lateral prediction RMSE in meters  

(Example Scenario in HighD Dataset-Orange line & CarMaker 

Software-Blue line) 

 

Figure 8:  Example Driving Situation. (Green : Ego vehicle, Blue : 

front vehicle, Red : Lane Change vehicle & (a) Relative 

Relationship with Preceding Car / (b) Candidate based on 

Trajectory prediction) 

• 𝑣0 & 𝑣𝛼( ∆𝑣𝛼)  : Desired velocity in free traffic & 
Current Velocity of Ego vehicle (Relative velocity of 
the vehicle in front) 

• 𝑠0 & 𝑠𝛼  : Minimum desired net distance & Relative 
distance of the vehicle in front (bumper-to-bumper 
gap) 

• 𝑎  & 𝑏  : Maximum Acceleration & Comfortable 
Braking Deceleration 

• 𝑇  & 𝛿  : Minimum possible time to the vehicle in 
front & Acceleration exponent 



 Table 1 presents the IDM parameters that was used in this 
paper. The characteristic of the IDM is as follows: 
 

 Accident-free: it is constructed by dependence on the 
relative velocity of the leading vehicle. 

 

 Strategies for Traffic Situations: the maximum re-

quired speed is applied to facilitate application even 

in free traffic situations, where [𝑠𝛼 ≈ ∞]  makes 

[𝑣𝑓𝑟𝑒𝑒̇ = 𝑎 (1 − (
𝑣𝛼

𝑣0
)

𝛿

] . And in traffic situations, 

safety time gap, maximum acceleration, and comfort-

able braking deceleration are applied to show appro-

priate follow-up capabilities for each situation. 

 
 Usefulness of model parameters: All model param-

eters are interrelated and have a reasonable interpre-
tation. In addition, it is empirically measurable and 
has an order of expected sizes, so that the parameters 
and stability characteristics of the model can be easily 
(and separately) corrected for empirical data. 

 
 Simulation Analysis: easy and fast numerical simu-

lation. 
 

However, since the IDM is an equation based on the as-
sumption that it is a one-lane situation, Lane-Change (or Cut-
in maneuvers) of nearby vehicles can cause a dangerous situ-
ation. In high-speed driving situations, automated vehicles 
are difficult to respond to the movements of nearby vehicles. 
When an unexpected lane change comes in urgently from a 
nearby vehicle, the parameters related to the acceleration 
equation change discontinuously and rapidly. This penalizes 
the ride comfort and vehicle performance with more deceler-
ation than necessary. [= The IDM brakes stronger than b, 
comfortable deceleration, in emergencies] There are more di-
verse situations and driving tendencies in the actual road sit-
uation. It may lead to strong braking maneuvers of the IDM, 
which would not be acceptable (nor possible) in a real-world 
ACC system. Therefore, solving these problems is what 
cruise control have to overcome. 

3.2 Predictive-IDM 

As mentioned in the previous section, the final acceleration 
value of the IDM is calculated using the preceding vehicle's 
relative speed and distance. It means that the relative infor-
mation with the leading vehicle is important when calculating 
the final value. As shown in Figure 8 (b), when an adjacent 
vehicle changes lane, the relative relationship value changes 
discontinuously (or rapidly), causing following control prob-
lems. 
 This problem is intended to be minimized through trajec-
tory prediction of adjacent vehicles. We changed the relative 
distance and speed values based on the predicted path as 
shown in the following equations (13) ~ (18). To introduce it 
in order based on Figure 9, in Equation (13), we get a gain 
called 'p', which is an expression that the closer to 0, the more 
weighted it is to the actual value, not the predicted value. 
From the molecular value, if the vehicle is predicted to move 
to the next lane, the difference between the predicted y 
(𝑦𝑝

𝑡𝑠𝑒𝑐𝑜𝑛𝑑)  and the current y (𝑦𝑐𝑢𝑟𝑟𝑒𝑛𝑡) becomes significant 
and 'p' increases. It means that the ratio of using the predicted 
value increases. On the other way, if the vehicle is predicted 
not to move, the 'p' decreases, and the predicted value is not 
used. In addition, as seen in the previous section, the time 
value (𝑡𝑠𝑒𝑐𝑜𝑛𝑑) was added to the denominator value because 
the prediction error was significant in proportion to time. It 
was also used as a criterion for confirming how much influ-
ence predicting time in advance in P-IDM has on follow-up 
control. The obtained value, 'p', was applied to (14) and (16) 
to make the P-IDM parameter (𝑠̂𝛼 , 𝑣̂𝛼 , ∆𝑣̂𝛼 , 𝑠̂∗(𝑣̂𝛼 ,  ∆𝑣̂𝛼)) with 
the front car’s acceleration (𝑎𝛼), the predicted relative dis-
tance (𝑠𝛼

𝑡𝑠𝑒𝑐𝑜𝑛𝑑) and the predicted relative speed (∆𝑣𝛼
𝑡𝑠𝑒𝑐𝑜𝑛𝑑). 

To illustrate the situation in Figure 10 as an example, the 
value of 'p' will rise while the probability of lane change of 
adjacent vehicles is obvious, and thus the P-IDM parameter 
values (𝑠̂𝛼 , 𝑣̂𝛼) used by the rising 'p' will be lowered. The P-
IDM target acceleration (𝑣̇𝛼[𝑃−𝐼𝐷𝑀]) obtained by applying the 
predicted values is as follows:  
 

 

Figure 9:  Example of the predicted y(𝑦𝑝
𝑡𝑠𝑒𝑐𝑜𝑛𝑑) by time value(𝑡𝑠𝑒𝑐𝑜𝑛𝑑) 

 

Figure 10:  Examples of relative distance (𝑠𝛼) & predicted relative 

distance (𝑠𝛼
𝑡𝑠𝑒𝑐𝑜𝑛𝑑) 

Variable Realistic Bound [Unit] Value 

𝑣0 60 ~ 140 [𝑘𝑚/ℎ] 120 

𝛿 -* 4 

T 1 ~ 3 [𝑠] 1.5 

a 0.5 ~ 2 [𝑚/𝑠2] 0.73 

b 0.5 ~ 2 [𝑚/𝑠2] 1.67 

𝑠0 1 ~ 5 [𝑚] 2 

 

Table 1: Summary of the IDM parameters [Malinauskas, 

2014]  {* ; 𝛿 characterize how the acceleration/ deceleration 

work with ego vehicle’s velocity (𝛿 =1 : linear work / 𝛿 = ∞ : 

constant work)} 



  𝟎 ≤ 𝒑 = (
𝒚𝒑

𝒕𝒔𝒆𝒄𝒐𝒏𝒅−𝒚𝒄𝒖𝒓𝒓𝒆𝒏𝒕

𝑳𝒂𝒏𝒆𝑾𝒊𝒅𝒕𝒉

𝟐
 +

𝒕𝒔𝒆𝒄𝒐𝒏𝒅
𝟔𝟎

)

𝟐

≤ 𝟏 (13) 

 

  𝒔̂𝜶 = (𝟏 − 𝒑) ∙ 𝒔𝜶 + 𝒑 ∙ 𝒔𝜶
𝒕𝒔𝒆𝒄𝒐𝒏𝒅  (14) 

 

  𝒗̂𝜶  = 𝒗𝜶 + 𝒕𝒔𝒆𝒄𝒐𝒏𝒅 ∙ 𝒂𝜶 (15) 
 

  ∆𝒗̂𝜶 =  (𝟏 − 𝒑) ∙ ∆𝒗𝜶 + 𝒑 ∙ ∆𝒗𝜶
𝒕𝒔𝒆𝒄𝒐𝒏𝒅  (16) 

 

  𝒔̂∗(𝒗̂𝜶,  ∆𝒗̂𝜶) = 𝒔𝟎 + 𝒗̂𝜶𝑻 +
𝒗̂𝜶 ∆𝒗̂𝜶

𝟐√𝒂𝒃
 (17) 

 

  𝒗̇𝜶[𝑷−𝑰𝑫𝑴] = 𝒂 (𝟏 − (
𝒗̂𝜶

𝒗𝟎
)

𝜹

− (
𝒔̂∗(𝒗̂𝜶,∆𝒗̂𝜶)

𝒔̂𝜶
)

𝟐

) (18) 

 

4 Experiment Result  

4.1 Simulation Environment 

We created two scenarios, Cut-in and Cut-out situation, in 
CarMaker with several vehicles nearby to verify the model. 
In the case of the experimental road, a three-lane highway 
was used among the example road models like Figure 11. 
Moreover, to indicate the realistic limitations of the front ob-
ject recognition distance, the maximum front vehicle recog-
nition distance was set to 150m or less. 
 For trajectory prediction, the data about the surrounding 
vehicle is applied to the trained model in real-time. In the case 
of the following control (IDM / P-IDM), the experiment was 
conducted based on the parameters in Table 1, and the time 
value range (𝒕𝒔𝒆𝒄𝒐𝒏𝒅) was set to a range of 1 to 5 seconds. For 
the same experimental environment, the driving of nearby ve-
hicles was also made under the same conditions. 

4.2 Simulation Results 

In ACC, increasing ride comfort and fuel efficiency are com-
monly required performances, but some functions are re-
quired differently in Cut-in and Cut-out situations. In the Cut-
in situation, it is necessary to predict that a car in the next lane 
will enter in front of an automated vehicle and secure a safe 
distance in advance if it enters. (= need a longer relative dis-
tance). In the Cut-out situation, it is necessary to know in ad-
vance that the vehicle in front will change lanes, and to re-
lieve traffic congestion by quickly approaching the vehicle in 
front. (= need a shorter relative distance). To analyze the ride 
comfort, we considered the pitch acceleration value from 
CarMaker. Also, the remaining battery capacity of electric 
vehicles provided by CarMaker was used for efficiency anal-
ysis in each scenario.  
 In the case of P-IDM, the experiment was conducted for 
each second, and the results were compared with the IDM. 
The experimental results for each scenario are shown in Fig-
ure 12, 13, 14, and 15, and the analysis results are shown in 
Table 2. When analyzing each situation in detail, the P-IDM 
certainly decelerated faster than the existing IDM in the Cut-
in scenario, widening the distance from the incoming car in 
advance. Energy efficiency improved by 1.52 %, 5.21 %, 

6.62 %, 3.78 %, and 7.44 % in the order of time, and pitch 
acceleration, an indicator of ride comfort, showed a slight im-
provement. In the case of Cut-out, it showed that the relative 
distance narrowed rapidly through faster acceleration. Simi-
lar to the Cut-in situation, energy efficiency improved by 
1.23 %, 2.31 %, 2.84 %, 3.38 % and 1.84 %, and pitch accel-
eration also improved. 
 

5 Conclusion 

This paper proposes the Predictive Intelligent Driver Model 
(P-IDM) that uses the LSTM seq2seq deep-learning model to 
predict the path of surrounding vehicles and controls them to 
follow the leading vehicles based on the previously obtained 
prediction information. The proposed following model is de-
signed to have effective (and efficient) acceleration/deceler-
ation control in situations where surrounding vehicles make 
lane changes in multi-lane situations, the limitations that the 
existing following model have. 
 The HighD dataset, an open dataset of naturalistic vehicle 
trajectories, was used for trajectories prediction learning of 
nearby vehicles, and the IDM was used as a basic model for 
the cruise control model. 
 For model verification, the experiment was conducted by 
dividing the virtual environment into two scenarios: Cut-in & 
Cut-out. As a result of the experiment, it was confirmed that 
the P-IDM responds faster to surrounding vehicles through 
real-time trajectory prediction than the standard IDM model. 
This model has been proven to have better performance, such 
as safety, ride comfort, economical driving. However, as the 
results show, they sometimes show different trends, and a 
faster prediction does not guarantee better results. 
 In the future, we plan to supplement path prediction by ap-
plying more advanced path prediction deep-learning models 
and various datasets. This will not only increase the reliability 
of the prediction results, but also can be used universally in 
more diverse situations. In addition, in the follow-up control 
strategy, a study will be conducted to create an advanced P-
IDM through the application of various considerations such 
as the predicted speed and predicted location of autonomous 
vehicles, and the application of parameters considering mul-
tiple vehicles. 
 

 

 

Figure 11:  CarMaker Example Road with 8-nearby vehicles 



 

Figure 12:  Cut-in Scenario : Used data information 

 

 

Figure 13:  Cut-in Scenario : Result of simulation output 

 

Figure 14:  Cut-out Scenario : Used data information 

 

 

Figure 15:  Cut-out Scenario : Result of simulation output 

Cut-in Scenario IDM P-IDM [1s] P-IDM [2s] P-IDM [3s] P-IDM [4s] P-IDM [5s] 

Max. Deceleration [m/s2] -5.02 -3.11 -2.27 -1.44 -1.06 -0.98 

Avg. Rel Dist after L.C [m] 30.37 30.78 29.12 27.77 26.57 27.52 

Used Energy [kWh] 0.385 0.379 0.365 0.359 0.371 0.356 

Pitch Acc Min/Max [rad/s2] -2.88/4.44 -2.26/4.55 -2.18/2.89 -2.81/3.27 -2.24/3.28 -2.83/3.18 

Cut-out Scenario IDM P-IDM [1s] P-IDM [2s] P-IDM [3s] P-IDM [4s] P-IDM [5s] 

Max/Avg. Acceleration [m/s2] 0.596/0.085 0.602/0.084 0.599/0.083 0.598/0.083 0.591/0.082 0.597/0.083 

Avg. Rel Dist after L.C [m] 93.85 93.43 91.05 89.92 88.57 89.71 

Used Energy [kWh] 0.204 0.202 0.199 0.198 0.196 0.2` 

Pitch Acc Min/Max [rad/s2] -0.61/0.23 -0.55/0.21 -0.53/0.2 -0.52/0.19 -0.5/0.19 -0.49/0.19 

 

Table 2: Result Analysis of Cut-in/Cut-out Scenario 
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